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8 — The Semantics of Clocks† 

 The inexorable ticking of the clock may have had 
more to do with the weakening of God’s supremacy 
than all the treatises produced by the philosophers of 
the Enlightenment . . . Perhaps Moses should have 
included another Commandment: Thou shalt not 
make mechanical representations of time. 

 —Neil Postman1 

 1 Introduction 
Clocks? 

Yes, because they participate in their subject matter, and par-
ticipation—at least so I will argue—is an important semantical 
phenomenon. 

To start with, clocks are about time; they represent it.2 Not 
only that, clocks themselves are temporal, as anyone knows who, 
wondering whether a watch is still working, has paused for a sec-
ond or two, to see whether the second hand moves. In some sense 
everything is temporal, from the price of gold to the most passive 
rock, manifesting such properties as fluctuating wildly or being 

                                                             
 † Slightly revised version of a paper that appeared in James H. Fetzer (ed.), 

Aspects of Artificial Intelligence, Kluwer 1998, pp. 3–31. 
 1 Postman (1985), pp.11–12. 
 2 Clocks represent time for us, as it happens, not for themselves—but that 

will count as representation, at least here. I am sympathetic to such dis-
tinctions as between original and derivative semantics, and between 
authentic and derived; in fact I am interested in participation in part for 
just such reasons. However I am against relativizing representation to an 
observer at the outset, especially to a human observer (cf. Winograd and 
Flores, 1986), since to do that would be to abandon any hope of explaining 
how the human mind might itself be representational. See (Smith, forth-
coming). 
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inert. But the temporal nature of clocks is essential to their se-
mantic interpretation, more than for other representations of 
time, such as calendars. The point is just the obvious one. As time 
goes by, we require a certain strict coordination The time that a 
clock represents, at any given moment, is supposed to be the time 
that it is, at that moment. A clock should indicate 12 o’clock just 
in case it is 12 o’clock. 

But that is not all. The time that a clock represents, at a given 
moment, is also a function of that moment, the very moment it is 
meant to represent. I.e., suppose that a clock does indicate 12 
o’clock at noon. The time that it indicates a moment later will dif-
fer by an amount that is not only proportional to, but also de-
pendent on, the intervening passage of time. It does not take God 
or angels to keep the clock coordinated; so long as the mechanism 
is set up properly, it does it on its own. This is where participa-
tion takes hold. 

2010 Perspectiveα1 

…………    to be written    ………… 

Things to be talked about: 

… How the paper emerged in part out of a desire to combine derivatives and 
semantic brackets, as part of the unification project (based on another bar 
conversation about using the states of dynamical systems as “representa-
tionally significant” syntactic states). 

… The (huge) long-term importance of the comment about “state-change,”  
… How, in teaching, I use clocks as a first example of a mechanical system de-

signed to honour a non-effective semantical norm (rather than logic, be-
cause people get so confused by the notation—as well as the intrusion of 
mathematics). 

… Go over the notes from the phil-comp course where I talk about clocks, and 
put into these perspective comments anything there that is not covered in 
the  paper (Jun’s feeling is that those notes are easier and more important, 
for students). 

Notes 
 α1 Sidebars and footnotes with text in sans-serif font, as in this case, contain comments and 

reflections added in 2010, rather than material that appeared in the original paper. 
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As well as representing the current time, clocks have to iden-
tify its “location” in the complex but familiar cycle of hours, min-
utes, etc. They have to measure it, that is, in terms of a predeter-
mined set of temporal units, and they measure it by participating 
in it. And yet the connection between their participation and 
their content is not absolute—clocks, after all, can be wrong. 
How it is that clocks can participate and still be wrong is some-
thing we will have to explain. 

For clocks, participation involves being dynamic: constantly 
changing state, in virtue of internal temporal properties, in order 
to maintain the right semantic stance. This dynamic aspect is a 
substantial, additional, constraint. A passive disk inscribed with 
‘NOW!’ would have both temporal properties mentioned above 
(being about time, and having the time of interpretation relevant 
to content) and would even maintain perfect coordination. A ren-
dering of this word in blinking lights, mounted on a chrome 
pedestal, might even deserves a place on California’s Venice 
Boardwalk. But even though it would be the first time piece in 
history to be absolutely accurate, such a contraption would not 
count as a genuine chronometer. 

We humans participate in the subject matter of our thoughts, 
too, when we think about where to look for our glasses, notice 
that we are repeating ourselves, or pause to ask why a conversant 
is reacting strangely. Why? What is this participation? It is hard 
to say exactly, especially because we cannot get outside it, but a 
sidelong glance suggests a thick and constant interaction between 
the contents of our thoughts, on the one hand, and both prior 
and subsequent non-representational activity, on the other, such 
as walking around, shutting up, or pouring a drink. 

Take the glasses example. Suppose, after first noticing their 
absence, I get up and look on my dresser, asking myself “Are they 
here?” My asking the question will be a consequence of my won-
der, but so will my (non-representational) standing in front of the 
dresser. Furthermore, the two are related; the word ‘here’ will de-
pend for its interpretation on where I am standing. And who 
knows, to drive the example backwards in time, what caused the 
initial wonder—eye strain, perhaps, or maybe an explicit com-
ment. The point is that the representational and non representa-
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tional states of participatory systems are inexorably inter-
twined—they even rest on the same physical substrate. We can 
put it even more strongly: the physical states that realise our 
thoughts are caused by non-representational conditions, and en-
gender non-representational consequences, in ways that must be 
coordinated with the contents of the very representational states 
they realise. Participation is something like that. 

Artificial intelligence (AI) and general computational systems 
also participate—more and more, in fact, as they emerge from the 
laboratory and take up residence with us in life itself: landing air-
planes, teaching children, launching nuclear weapons. Far from 
being abstract, computers are part of the world, use energy, affect 
the social fabric. This participation makes them quite a lot like us, 
quite unlike the abstract mathematical expression types on which 
more familiar semantical techniques have been developed. 

My real reason for studying clocks, therefore, can be spelled 
out as follows. First, issues of semantics, and of the relationship 
between semantics and mechanism, are crucial for AI and cogni-
tive science (this much I take for granted). Second, it is terrifically 
important to recognise that computational systems participate in 
the world along with us. That is why they are useful. Third, as I 
hope this paper will show, participation has major consequences 
for semantical analysis: it forces us to develop new notions and 
new vocabulary in terms of which to understand interpretation 
and behaviour. Clocks are an extremely simple case, with very 
modest participation. Nonetheless, their simplicity makes them a 
good foil in terms of which to start the new development 

So they are really not such an unlikely subject matter, after all. 

 2 Inference and Time-keeping 
Let’s start by reviewing the current state of the semantical art. 
Consider a familiar, paradigmatic case: a theorem-prover built ac-
cording to the dictates of traditional mathematical logic. As sug-
gested in figure 1, two relatively independent aspects will be co-
ordinated in such a system First, there is activity or behaviour—
what the system does—indicated as ψ (for psychology). All sys-
tems, from car engines to biological mechanisms of photosynthe-
sis, of course do something; what distinguishes theorem provers 
is the fact that their ψ implements (some subset of) the proof-
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theoretic inference relation (⊢). Second, there is the denotation or 
interpretation relation, indicated φ (for philosophy), which maps 

sentences or formulae onto 
model-theoretic structures of 
some sort, in terms of which the 
truth-values of the formulae are 
determined. In a computer sys-
tem designed to prove theorems 
in abstract algebra, for example, 
the interpretation function 
would map states of the machine 
(or states of its language) onto 
groups, rings, or numbers—the 
subject matter of the algebraic 

axioms. 

Four things about this situation are important. 
First, although proof theory’s putative formality suggests that 

ψ must be definable independent of φ you could not claim to have 
a proof-theoretic or inference relation except with reference to 
some underlying notion of semantic interpretation. Conceptually, 
at the very least, ψ and φ are inextricably linked (salesmen for in-
ference systems without semantics should be reported to the Bet-
ter Business Bureau). Furthermore, the two relations are coordi-
nated in the well-known way, using notions of soundness and 
completeness: inferences (ψ) should lead from one set of sen-
tences to another only if the latter are true just in case the former 
are true (⊢ should honour ⊨). And truth, as we’ve already said , is 
defined as in terms of φ: the semantic relation to the world. 

Second, even though the proof-theoretic derivability relation 
(⊢) can be modeled as an abstract set-theoretic relation among 
sentences, I will view inference itself (ψ) as fundamentally tempo-
ral—as an activity. ‘Inference’ is a derived noun; ‘infer’ is first and 
foremost a verb, with an inherent asymmetry corresponding di-
rectly to the asymmetry of time itself. It might be possible to real-
ise the provability relation non-temporally, for example by writ-
ing consequences of sentences down on a page, but you could 
hardly claim that the resulting piece of paper was doing inference. 

Third, when its dynamic nature is recognised, inference is 

 
 

Figure 1 — Activity and semantics 
for a theorem prover 



378 Indiscrete Affairs · I 

  

(quite properly) viewed as a temporal relation between sentences 
or states of the machine’s memory, not as a function from times 
onto those corresponding sentences or states. Mathematically this 
may not seem like much of a difference, but conceptually it mat-
ters a lot. Thus, taking σ to range over interpretable states of the 
system, and t over times, ψ is of type σ → σ, not t → σ. Of course 
it will be possible to define a temporal state function of the latter 
type, which I will call Σ; the point is that it is ψ, not Σ, that war-
rants the name inference. Details will come later, but the relation 
between the two is roughly as follows: if t’ is one temporal unit 
past t, and Σ(t) = σ, then Σ(t’) = ψ(σ). Inference, that is, has 
more to do with changes in state than with states themselves. To 
study inference is to study the dynamics of representational sys-
tems. 

Fourth, of all of the relations in figure 1, only ψ need be effec-
tive. Neither φ nor Σ can be directly implemented or realised, in the 
strong sense that there cannot be a procedure that uses these 
functions’ inputs as a way of producing their outputs (the real 
reason to distinguish ψ and Σ) This claim is obviously true for φ. 
If I use the name ‘Beantown’ to refer to Boston, then the relation 
between my utterance and the town itself is established by all 
sorts of conventional and structural facts about me, about Eng-
lish, about the situation of my utterance, and so forth. The town 
itself, however, is not the output of any mechanisable procedure 
realised in me, in you, or in anyone else (fortunately—as it would 
be awfully heavy). It might require inference to understand my 
utterance, but that would only put you in some state σ the same 
referent as my utterance, or state. In particular, you do not “com-
pute” the referent of an utterance you hear, in the sense of pro-
ducing that referent as an output of a procedure.x Nor is the ref-

                                                             
 x While this point is philosophically obvious to the point of banality, there is 

substantial ambiguity about the word compute. In English we have no dif-
ficulty is distinguishing, for example, between ‘utter’ and ‘describe,’ in the 
sense (as I have said elsewhere) one describes a refrigerator, and in that act 
utters a sentence (but does not utter a refrigerator). Perhaps because so 
much of computational theory has been developed to deal with mathe-
matical examples, and also because so much computational practice has to 
do not only with the construction but the representation of computation-
internal structures (programs, data structures, etc.), there is no such clarity 
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erence relation effectively mediated by the physical substrate of the 
world, at least on any understanding of ‘effective’ remotely con-
nected to the idea that computation has to do with the capcities 
of effective mechanisms. Not even the National Security Agency 
could fabricate a sensor, to be deployed on route 128, that could 
detect Boston’s participation as a referent in a reference act.3 

                                                                                                                                                  
regarding the word ‘compute.’ People are happy to talk about computing 
numbers, rather than numerals—suggesting it be interpreted as analogous 
to ‘describe’—but also about “computing the header” of a file, in which 
case it is assumed that the header is actually produced, rather than merely 
being represented.  

 3 In computer science the claim that reference is not computed is viewed 
suspiciously—for an very interesting reason. To see it, consider why the 
claim is true. Suppose in a room of one hundred people we label as A the 
person among them who is the average height. Then suppose a new 
(101st) person enters the room. Suddenly—and without any computa-
tion—a different person B will have become the person of the average 
height. No work needs to be done to “lift” the property of being the aver-
age height off of person A, and settling it on B; no energy need be ex-
pended; no symbols massaged. The new state just comes to be, automati-
cally, in virtue of the maze of conditions and constraints that hold. Refer-
ence, I take it, is something like that; conditions and constraints hold so 
that, when a word is uttered or a thought entertained, some object “be-
comes” the referent. (Nor is it possible to reply, in the average-height-
person case, “Well, the room computed it”. On that recourse everything 
that happens would be computed, which would evacuate the word ‘com-
pute’ of substance.) 

How could computer scientists object to this? For the following reason. 
Note that the way that B becomes the person of average height is by par-
ticipating in the situation at hand: he or she enters the room. Participation, 
in other words, is what enables relationship to exist. Computers, on the 
other hand, are traditionally viewed in purely abstract terms—and ab-
stractions, whatever they are, and whatever else may be true of them, are 
presumably metaphysically banned from participation. The closest an ab-
straction comes to the property of average height—or indeed to anything 
at all—is by designating it. And so, because of this abstract conception of 
computers, one gets lulled into thinking that everything must to come into 
being in this disconnected, putatively “computational” way. 

Needless to say, I do not believe the abstract conception of computers is 
right. More strongly, I want to argue that participation—virtually the op-
posite of abstraction—is exactly what allows you to connect to the world 
in other ways than through explicit symbol manipulation. See section 8, 
and (Smith, forthcoming). 
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That Σ is not computed is equally obvious, once you see what 
it means. The point is a strong metaphysical one: times them-
selves—metaphysical moments, slices through the flux quo—are 
not causally efficacious constituents of activity; per se, they lack 
causal powers. If they were causally efficacious, clocks would not 
have been so hard to develop.4 As it is, mechanisms, like all physi-
cal entities, manifest whatever temporal behaviour they do in vir-
tue of momentum, forces acting on them, energy expended, etc., 
all of which operate in time, but do not convert time, compare it 
to anything else, or react with it. The only thing that is available, 
as a determiner of how a system is going to be, is how it was a 
moment before, plus any forces impinging on it (this is physic’s 
vaunted locality). That, fundamentally, is why inference is of type 
σ → σ, not t → σ. It could not be otherwise. The inertness of gold, 
and the indifference of a neutrino, are nothing as compared with 
the imperturbability of a passing moment 

Given these properties of theorem provers, what can we say 
about clocks? Well, to start with, their situation certainly resem-
bles that of figure 1. As in the inference case, a clock’s being in 
some state σ represents (φ) it’s being noon, or 7:15, or whatever; 
the interpretation function is what matters. Similarly, clocks, like 
theorem provers, change state (ψ) in a simple but important way. 
Not only that, state change is what the clock designer has to work 
with; no mortal machinist. unfortunately, could build a device 
that would directly implement Σ. Furthermore, as in the case of 
the theorem prover, the change in state of the clock face is impor-
tant only because of its relation to its content. Forget the Better 
Business Bureau; no one would buy a clock without a clue as to 
how its state represented time.(without, that is, understanding 
how it was a clock). Once again, systematic coordination between 
activity and interpretation is what matters. 

But despite these similarities, there is a difference between 
clocks and theorem provers—suggested by the fact that many 
people (including me)would be reluctant to say that a clock was 

                                                             
 4 For accurately measuring distances on roads, one attaches a “fifth wheel” 

to a car and reads off the passing miles. Maybe, if time had been causally 
efficacious, we could have built clocks the same way, running a wheel 
against time and reading off the passing seconds. 
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doing inference. To get at the difference, note that I have not yet 
said what inference’s coordinated pattern of events is for (on the 
face of it, transitioning from truths to truths sounds a little bor-
ing). But the answer is not hard to find: given a set of sentences or 
axioms that stand in (or enable you to stand in) a given semanti-
cal or informational relation to a subject matter, proofs or infer-
ence lead you to a new informational relation to the same, un-
changed subject matter. For example, the famous puzzle of Mr. S 
and Mr. P5 focuses your attention on a pair of numbers under a 
peculiar description; a considerable amount of inference is re-
quired in order to give you semantical access to those same num-
bers under a more traditional description (or give you access to 
other more familiar properties of numbers—there are many ways 
to discharge the ontological facts). The numbers themselves, 
however, and their possession of all the relevant properties, are 
expected to stay put during the inferential process. None of this 
implies, of course, that the subject matter of inference cannot it-
self be temporal, as illustrated by the situation calculus, temporal 
logics, and numerous other formal systems. The point is only that 
the temporality of the inference process and the temporality of 
the subject domain are not expected to interact. 

The situation for clocks, on the other hand, is almost exactly 
the opposite. What changes, across the time slice mediated by ψ, 
is not the stance or attitude or property structure that clocks get 

                                                             
 5 There are two numbers between 1 and 100. Mr. P knows their product; 

Mr. S, their sum. The following conversation ensues: 
Mr. P: I don’t know the numbers. 
Mr. S: I knew you didn’t. Neither do I. 
Mr. P: Now I do 
Mr. S: Now I do too. 

What are the numbers? 
The earliest publication of this problem I am aware of is by H. 

Freudenthal in the Dutch periodical Nieuw Archief Voor Wiskunde, series 
3, 17, 1969, p. 152 (a solution by J. Boersma appears in the same series, 18, 
1970, pp. 102–106). It was subsequently submitted by David J. Sprows to 
Mathematics Magazine 49(2), March 1976, p. 96 (solution in 50(5) Nov. 
1977, p. 268). Perhaps the most widely read version appears in Martin 
Gardner’s “Mathematical Games” in Scientific American 241(6), Dec 1979, 
pp. 22–30, with subsequent discussions and slight variations in 1980: 
242(3), March, p. 38; 242(5), May, pp. 24-28; and 242(6), June, p. 32. 
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at. What changes, rather, is the subject matter itself. Clocks never 
have a moment’s rest; no sooner have they achieved the desired 
relationship to the current time than time slips out from under 
their fingers—as if God were constantly saying “It’s later than 
you think!” Clocks should perhaps be viewed as the world’s first 
truth maintenance systems: they do what they do merely in order 
to retain the validity of their single semantic claim. Like any other 
meter or measuring instrument, they must track the world. 

We can summarise: 

 At least as traditionally construed, inference is a technique 
that enables a system to change its relation to a fixed subject 
matter. Clocks are almost exact duals: they maintain a fixed 
relation to a changing subject matter. 

If reconstructing time-pieces were really my subject matter, rather 
than simply being a foil, I might stop here. But my real interest is 
in developing a single semantical framework so that we can not 
only handle both of these cases (mathematical inference and real-
time clocks), but also locate everything in between. So let’s spend 
a minute to see how clocks fit into the general case. 

 3 Semantically Coherent Activity 
I will use the term ‘representational system’ to coyer anything 
whose behaviour fits within the broad space of semantically con-
strained activity. To be a representational system, in other words, 
is to be an element of the natural order that acts in a semantically 
coherent way. Of all possible kinds of representational activity, 
inference will be analysed as a particular type. The representa-
tional space is large, of course, and certainly includes all of com-
putation (more about that in a moment), but it is still a substan-
tive notion: not everything is in it. Planets, for example, are ex-
cluded,x because planets do not represent their orbits; they just 
have them. Clocks, on the other hand, do represent the time, just 
as I can represent to myself how the sunrise looked this morning, 
as I drove down from the mountains. 

Clocks do however fall outside most traditional models of 
                                                             

 x Unless accorded semantical significance, which is not usual practice (except 
perhaps of astrologists).  
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computation, including the “formal symbol manipulation” model 
so familiar in cognitive science.6 First, clocks (their faces, and the 
clockworks that run them) are fully concrete, physical objects, 
part of the natural order; nothing abstract here. Furthermore, 
this concreteness is crucial to our understanding of them; for 
some purposes one might treat clocks at a level of description that 
abstracted away from their physical being, including their tempo-
ral being, but since our purpose is to show how participation in 
their subject matter influences their design, to do so would be to 
miss what matters most. Second, at least some clocks (especially 
electrical ones operating on alternating current) are analog, even 
though more and more recent on are “digital.”x Third, to the ex-
tent that clocks have representational ingredients, there is no ob-
vious decoupling to be made between (i) a set of structures that 
represent, and (ii) an independent process that inspects and ma-
nipulates them according to the shapes it sees. In other words, 
whereas Fodor’s characterisation of a computer’s “standing in re-
lation” to representational ingredients suggests a modular division 
between symbols and processor, no such division is to be found in 
the chronological case. Fourth, there is another separation that 
cannot be maintained in the case of clocks: that between “inter-
nal” and “external” properties. Rather like neutrinos, times per-
meates everything equally—being as much an influence on inter-
nal workings as it is on surrounding context. And of course it is 
one and the same time, inside and out—clock design depends on 
this. Fifth, clocks, especially analog clocks, are not usually “pro-
grammed” in any sense; they are designed, but they are not uni-
versal computers specialised by physical encodings of time-
keeping instructions. Like so many other properties of clocks, this 
is important, and leads to the sixth salient difference. Even on the 
view that Turing machines are concrete, physical objects (of 

                                                             
 6 The two other primary models, conceptually distinct from the formal 

symbol manipulation idea, are the automata-theoretic notion of a digital or 
discrete system, and the related idea of a machine whose behaviour is 
equivalent to that of some Turing machine. Although the formal symbol 
manipulation view seems to go virtually unchallenged in cognitive science, 
the other two have much more currency in modern computer science. See 
«Smit, forthcoming». 

 x Whatever that means. See «…».  
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which abstract mathematical quadruples are merely set-theoretic 
models), there is still no guarantee, given a particular universal 
one, that any set of instructions could make it be, or eνen simulate, an 
accurate time keeper—because there need be no consistency or 
regularity as to how long its state changes take. Turing machines, 
qua Turing machines, do not really participate. 

I have come to believe, however, that not one of these proper-
ties is essential to the notion of computation on which the econ-
omy of Silicon Valley is based, or to the notion that underlies AI’s 
hunch that the mind is computational: (i) being abstract, (ii) be-
ing digital, (iii) exhibiting a process/structure dichotomy, (iv) 
having a clear boundary between inside and outside, (v) being 
programmable, or (vi) being necessarily equivalent to any Turing 
machine. Quite the contrary. In (Smith, forthcoming)x I argue for 
a much stronger conclusion: that the only regularity essential to 
computation has to do with computation’s being a physically em-
bodied representational process—an active system or process whose 
behaviour represents some part or aspect of the embedding world 
in which it participates. Needless to say, this has the conse-
quences of defining computation squarely in terms of undis-
charged semantical predicates. My position on theoretical cartog-
raphy is therefore the inverse of Newell’s (1980): whereas he 
thinks that computer science has answered the question of what it 
is to be a symbol, I believe in contrast that the integrity of compu-
tation as a notion rests full-square on semantics: it requires a no-
tion of symbol in order to have any foundation. So we have lots of 
homework to do, but it is homework for another day. 

In the meantime, clocks are a good test case for comprehensive 
semantical frameworks. They lack many important properties of 
more general computers: they do not act, for example, or have 
sensors. But since every semantical property they do exhibit is 
one that computers exhibit too—including participation—they 
are a useful design study. 

                                                             
 x Though this paper was written in 1997, this was a reference to AOS «ref».  
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 4 Three Points on Two Factors 
In the previous section I distinguished two aspects or factors of 
any representational system: its behaviour, activity, or causal con-
nection with the world (which I will call the first factor) and its 
interpretation, content, or relation to its subject matter (the sec-
ond factor). I have previously used this two-factor framework to 
reconstruct the semantics of Lisp, the programming lingua franca 
of AI, and argued for its general utility in analysing knowledge 
representation systems.7 And I will use it here, to analyse clocks. 
But three points must be made clear. 

First, the ordering of the two factors may seem odd. There is no 
doubt that having interpretation or content—standing in seman-
tic relation to a subject matter—is what particularly distinguishes 
the systems we are interested in. Given this pride of place, it 
might seem that content should be called first. But for present 
purposes this would be a mistake. We theoreticians typically treat 
semantics as primary when we analysing both natural and artifac-
tual languages (such as the predicate calculus). We typically de-
fine semantics over rather abstract entities—sentence types, for 
example—and then understandably define the other dimensions 
(proof theory, inference) over the same domain. But especially in 
conjunction with the formal-symbol manipulation view of com-
putation, this overall strategy lends a very abstract feel to infer-
ence—leading such people as Searle to wonder how, or even 
whether, such a system could ever possess genume semantical 
powers. In contrast, by calling activity the first factor here I want 
to recognise that computational systems are first and foremost, 
systems in the world. Everything has what I am calling a first fac-
tor; that is what gives a system the ability to participate. The sec-
ond factor—of representation or content—which enables a sys-
tem (a thinker, a clock) to stand in relation to what is not imme-
diately accessible or discriminable, is a subsequent, more sophisti-
cated capacity. It is the second factor, furthermore, that distin-
guishes the representational or interpretable systems from other 
natural systems, but it distinguishes them as a sub-type, not as a 

                                                             
 7 Smith (1982, 1984, 1986). 
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distinct class. First factor participation in the world (“being 
there,” roughly) is always available—which is fortunate, since it is 
only with respect to the first factor that second factor content can 
ever be grounded. 

In sum, recognising the metaphysical primacy of the first factor 
is an important ingredient in the defense of naturalism. 

Second, there is a natural (almost algebraic) tendency to think 
that, in accepting a two-factor stance, one is committed to think-
ing that the two factors, in any given system, will in some impor-
tant sense be independent. This tendency is amplified by the fact 
that in standard first-order logic an almost total independence of 
factors is achieved—this is one of the many meanings of the am-
biguous claim that first-order logic is formal. Truth, content, and 
interpretation in logic are thought to be relatively independent of 
proof-theoretic role, and provability or inferential manipulation 
analogously independent of content or interpretation. In fact it is 
only because of this conceptual independence that proofs of 
soundness and completeness, even the very notions of soundness 
and completeness, are conceptually coherent. In computer sys-
tems, however—and minds, and clocks—there is no reason to 
expect this total degree of disconnection or independence. We 
should expect something more like the relationship between the 
mass and velocity of a physical object, on the one hand, and the 
center of gravity or resonance of the system of which it is a part, 
on the other: a web of constraints and conditions tying the two 
factors together—piece-wise, incrementally—thereby giving rise 
to a comprehensive whole. The situation of a cmplete proof sys-
tem defined on an abstract set of mathematical expression types is 
extreme: a global but locally unmediated coherence, with no part 
of the proof or inferential system touching the semantic interpre-
tation or content, except in the final analysis, when an outside 
theorist’s proof grandly ties the whole thing together. For com-
puters, and for us, it seems much more plausible to take a step or 
two apart from our subject matter, and then check in with it, to 
stay in “synch”—by taking a look, for example, or (following 
AT&T’s recommendation) by “reaching out and touching it.” Par-
ticipation is a resource, not a complication 

Third, as both the first two points make clear, it is a little hard 
to justify calling the two factors semantical, especially when the 
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first is shared with every other participant in the natural order. It 
is not just that the first should be viewed as syntax, the second as 
semantics (as application of this more general framework to the 
predicate calculus would suggest). Rather, it is not clear what, if 
anything, the terms ‘syntax’ and ‘semantics’ should mean in a con-
text where the coupling between factors is so much richer and 
more complex than in the traditional idealised case—if indeed 
they mean anything at all. Clockworks are mechanisms that en-
able first-factor behaviour—that much seems innocuous enough; 
calling the momentum of a clock’s pendulum semantic is more dif-

ficult. First and second 
factors are not distinct 
objects that somehow co-
operate in engendering 
semantical activity; rather, 
one and the same causal 
constituents of a semantic 
system play both first and 
second factor roles. 

This whole question is 
complicated by the use of 
the word ‘semantics’ (es-
pecially in AI) to describe 
inferential and structural 

relations among ingredients within a computational system. In 
(Smith, 1986)x I attempt to resolve some of these issues, but in-
stead of reconstructing that argument here I will simply use the 
two-factor terminology without prejudice as to what does and 
does not have legitimate claim to the overloaded term. 

 5 Theoretic Machinery and Assumptions 
Look, then, at how clocks represent time, starting with some ba-
sic assumptions. As suggested in figure 2, qua theorists we need 
accounts of four things: 

1. States of the clock itself, including the face (σ); 
2. The time or passage of time that the clock represents (τ); 

                                                             
 x «Explain where that is done in this volume.»  

 
 

Figure 2 — The typology of clock semantics 
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3. The first factor movement or state change between clock 
states (ψ); and 

4. The second factor representation relation (φ) between 
clock states and times. 

All four of these are shared with standard semantical analysis: the 
first two would be the syntactic and semantic domain; the third, 
inference or proof theory; the fourth, semantics or interpretation. 

I will adopt what I will call a direct rather than model-theoretic 
approach to these analytic tasks. Typically, when doing seman-
tics, instead of talking directly about clock faces, orientations of 
hands. etc., one models them. For example, the state of a three-
hand analog clock might be modelled as a triple, consisting of the 
orientations of the hour-hand, minute-hand, and second-hand, 
respectively, measured clock-wise from the vertical, in degrees. 
Thus the clock face shown in figure 2 would be modelled as fol-
lows: 

 Mσ: <128.3166…, 99.8, 228> (S1) 

The problem with this technique, however, as suggested in figure 
3, is that a model M of a situation S is itself a representation of S, 
since modelling is a particular species of representation (Mσ, for 
example, represents the clock face; it is not the clock face, since for 

example it has a length of 
three). The general character 
and complexity of the model–
clock relation Mσ–σ, therefore, 
is the same as that between the 
clock and the time it represents 
(σ–t). It is therefore very hard 
to know whether what is crucial 
about σ–τ will be revealed or 
hidden if its analysis is con-
ducted purely in a Mσ–Mτ 
form. For example, using simple 
numbers to represent the orien-
tations of hands presumes an 
absolute accuracy on the clock 
face, counter to fact. When 

 
 

Figure 3 — The model-theoretic approach 
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studying something like natural language, which makes use of a 
much more complex representation relation than a model, the 
problems of indiscriminate theoretic modelling may be minor, or 
(more likely) go unnoticed. In our case, however, the representa-
tion relation under investigation—between clock faces and peri-
odic time—is essentially an isomorphism. In this situation indis-
criminate modelling would be theoretically distracting. 

The direct semantical stance will have consequences, of two 
main sorts. First, we will need some machinery for talking pre-
cisely about the world without modelling it; for this I will use an 
informal “pocket situation theory,” based unapologetically on 
Barwise and Perry.8 Second, in the analog case it will be tempting 
to use some elementary calculus, which if I was going to do any-
thing complex would be problematic, since a situation-theoretic 
reconstruction of continuity has not been yet been developed. On 
the other hand, since the continuities underlying the integrity of 
the calculus presumably derive, ultimately, from the fundamental 
continuity of the physical phenomena that the mathematics of 
the calculus was developed to describe, and since it is exactly such 
continuous phenomena that will be the subject matter here, I will 
take the liberty of applying its insights anyway. Since I will effec-
tively merely be using mathematical notation, rather than actually 
doing any mathematics, this approach will not get us into trouble. 

The direct semantical stance also highlights a question: how as 
theorists are we going to describe or registerx the phenomena we 
are going to study—i.e., in terms of what concepts, categories, 
and constraints are we going to explicate its regularity? When giv-
ing semantical analyses of linguistic or syntactic objects (sen-
tences, expression types, etc.), tradition provides standard regis-
trations in terms of constituent terms, predicate letters, etc. Simi-
larly, purely abstract objects are typically categorised in ad-
vance—in terms of a defining set of properties or relations. 
Clocks, on the other hand, are neither traditional nor abstract, so 
we have to address the question de novo, as it were. 

My metaphysical bias is to treat the world as infinitely rich, 

                                                             
 8 Barwise and Perry 1983; Barwise, 1986a. 

 x «Ref “Rehabilitating Representation” for a discussion of registration.»  
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not only in the sense of taking there to exist more to everything 
than we can say, but also in assuming that there is both more uni-
formity and structure, and more heterogeneity and individual dif-
ference, than theory or language can ever encompass. I will there-
fore assume that clock faces, being actual, are sufficiently struc-
tured that one can be wrong about them, but still do not come la-
belled in advance by God, like plant slips at a nursery, identified 
with a white plastic tag with the name printed on them. Since 
every clock face, furthermore, exemplifies an infinite number of 
properties and relations (such as the property of being the subject 
matter of this paragraph), even after settling on a basic registra-
tion scheme, we have considerable latitude in making a specific 
choice. 

None of this is intended to be either problematic or new; it is 
worth mentioning only because we need to make room for there 
being a difference between how we theorists do it, and how clocks 
do it, for themselves or (more likely, in the case of clocks) for 
their users. The problem is particularly acute for time itself, espe-
cially the periodic cycle of hours, minutes and seconds to which I 
keep referring without explanation. If this were a paper on the 
semantics of time, not just on the semantics of clocks, or even on 
the nature of time itself, not only would such an explication have 
to be given, but the incestuous fact addressed that clocks them-
selves are surely in part responsible for the temporal registration 
(hours, minutes, seconds, etc.) of the times they represent, as ar-
gued for example by Mumford (1934). In this paper, however, I 
will merely adopt the periodic cycle without analysis, taking its 
explanation as a debt that needs to be paid here. 

Given these preliminaries, I summarise the ontological type struc-
ture that I will adopt in figure 4. Variables ranging over objects 
will be indicated with lower-case italic letters; over properties and 
relations, in lower-case Greek; over functions, in upper-case 
Greek. Thus c and c’ will range over clocks; t, t’, etc., over full-
blooded times, which are taken to be instantaneous slices through 
the metaphysical flux. Times are meant to include the time Ken-
nedy was shot, the referent of ‘now’ (on any occasion of its use), 
the point when the ship passed out of sight behind the island—
that sort of thing. Intervals—intuitively, temporal durations be-
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tween times—will be indicated by ∆t, ∆t’, etc. I will extend the 
use of ‘+’ to allow adding intervals to times (i.e., will “overloading 
‘+’,” as computer scientists would put it); thus t+∆t’ will be taken 
to be of the same type as t. 

As opposed to times themselves being periodic (we will be 
more Heraclitean about them), I will assume that times are “lo-
cated” on the periodic cycle by what I will call the o’clock prop-
erties—such as that of “being 4:01:23,” “being midnight,” etc. 
The idea is not so much to license a continuum of distinct prop-
erties, but rather to assume that these properties arise out of a 
continuous relation between times and the abstract locations on 
the periodic time cycle to which they are taken to correspond 
(“4:00,” etc.). Various explanations of this relation are possible, 
but since the e intent of this paper is not to present an independ-
ently justified metaphysical account of time, but only to relate 
clocks to such a thing, I will employ a notation that simply picks 
up o’clock properties, whatever they are, from times that have 
them. Thus I will use τt to refer to the particular o’clock property 

Objects and Properties 

c, c’, … — clocks 
t, t’, … — times (instantaneous moments) 
∆t, ∆t’, … — temporal intervals 
τ, τ’, … — o’clock properties (being midnight, being 4:01:23, … 
  τt — the o’clock property that holds of time t 
σ, σ’, … — states of clock faces (both hands point upwards, …) 
  σt,c — the state of clock c at time t 

Primary Theoretic Functions 

ψ: σ, ∆t → σ — clockworks (clocks states × intervals → clock states) 
Σ: c, t → σ — state function (clocks × times → clock states) 
[[…]]: σ → τ — semantic content (clock states → o’clock properties) 

Overloaded Addition 

t+∆t: t — times plus intervals are times 
τ+∆t: τ — o’clock properties + intervals are o’clock properties 

 
Figure 4 — Theoretic type structure 
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that actually holds of time t. Also, I will take differences between 
o’clock properties to be intervals (e.g., the difference between 5:00 
and 3:00 will be two hours). Thus the sentence τt(t’) says of time t’ 
that o’clock property τt(t)—i.e., that it has whatever o’clock prop-
erty t has. τt(t) is analytically true, therefore; as is τt(t+24:00:00). 
The term τt–τt’ denotes an interval, of type ∆t.9 

In an analogous way, σ, σ’, etc. will range over a (continuous, 
in the analog case) set of states of clock faces. For traditional cir-
cular analog clocks, a σ representation 4:30 might be “having the 
hour hand at 135º, the minute hand at 180º, and the second hand 
at 0º, all measured clockwise from the ‘XII.’ 

Given this framework, we can type the various semantical func-
tions already encountered. As suggested in the previous section, Σ 
will be a (non-computed!) function of type t → σ, from times 
onto clock states; ψ, a function of type σ × ∆t → σ from clock 
states and temporal intervals onto clocks states; and φ, a function 
of type σ → τ, from clock states onto o’clock properties. The im-
portant typological point for general semantic analysis is that 
both factors (ψ and φ) are defined as functions between the states 
that objects can be in, not between the objects that are in them. 
This is as you would expect for scientific laws. 

Two more theoretical points, before we take up the analysis it-
self First, as just mentioned, I claimed in section 2 that times t 
were not causal agents—that they could not be in the domain of a 
strongly effective realisable function. It is probably more impor-
tant to the life of clock designers that the o’clock properties (τ) 
are equally impotent. Even if it is 4:00 all around you, there is 
nothing that it’s being 4:00 can cause to happen—such as serving 
tea and crumpets. With respect to engendering behaviour, a mo-
ment’s being midnight is more like Boston’s being a referent than 
it is like ice-cream’s being sticky: it just is not the sort of thing 
that a sensor can or could detect. So functions of the form τ → x 

                                                             
 9 A more detached theoretic viewpoint should point out that o’clock proper-

ties τ are in fact two-place relations between times and places (a time that 
is midnight in London will be 7:00 p.m. in New York). More generally, 
whereas I assume throughout that activity (ψ) and interpretation (φ) are 
functions, they should properly be viewed as more complex relations be-
tween agents and their embedding circumstances. 
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are as non-realisable (in the strong sense discussed earlier) as 
those of type t → x, for arbitrary x. Such is life. 

Second, I mentioned earlier that using numbers to represent 
the orientations of the hands of clocks presumes an accuracy that 
outstrips physical plausibility. Even if quantum physics would 
theoretically support there being a fact of the matter as to where a 
hand points within ±10-50 degrees, say (which it will not), there 
are also pragmatic realities of producing a macroscopically ob-
servable clock subject to the forces of gravity, anomalies of manu-
facture, etc. Furthermore, if the hour-hand were anything like 
this accurate, then at least for theoretical purposes the minute 
and second hands would be redundant: a perfect observer could 
gaze at a clock and read off a time of, say, 4:15:38:17.10 One might 
object, of course, that human users would not be able to register 
the hour-hand more accurately than, say, ±1º or ±2º, and there-
fore, even with internal calculation, would not be able to deter-
mine the time on a single-handed clock more accurately than to 
within about 5 minutes, no matter how much more accurately 
than that the time was actually signified. In fact casual observa-
tion suggests that, in reality, hour hands on modern analog clocks 
are caused, by the internal mechanism (clockworks) to be much 
more accurately positioned than is necessary merely to determine 
which hour the minute hand signifies time with respect to. 

These issues again raise the question of the relation between 
how we as theorists register clock faces and the times they repre-
sent, and how clock faces themselves register those represented 
times.11 But I will not answer this question here, since I will pri-
marily be dealing with semantic constraints on clock and time 
registrations, rather than with individual registrations themselves. 

 6 Temporal Representation: The Second Factor 
Given these premises and caveats, I turn to look at how times are 
represented. Intuitively, we are aiming for something like the fol-

                                                             
 10 “Third, n…5. The sixtieth part of a second of time or arc.”—Webster’s 

New International Dictionary, Second Edition. New York: G. & C. Mer-
riam, Co. 1934. 

 11 Clock faces, and representations in general, do not need to register them-
selves, in order to represent. 
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lowing 

 [[ ]] = the property of being 4:16 (S2) 

To do this, we start with φ, of type σ → τ from (representing) 
states of clock faces onto (represented) states of time—i.e., onto 
o’clock properties. Instead of the name ‘φ’, however, I will use so-
called “semantic brackets” (‘[[…]]’) in the following way: [[σc,t]] 
will be the o’clock property signified by the state σc,t, where σc,t is 
in turn taken to be the state σ of clock c at time t. For example, 
the sentence [[σc,t’]](t) claims of time t that it has the o’clock prop-
erty that clock c indicates at time t’. Similarly, [[ψ(σc,t’,∆t)]](t) 
claims of time t that has the o’clock property that clock c would 
(or did) indicate ∆t later than time t’, since ψ(σc,t’,∆t) indicates 
the state that it would be (or would have been) in then. 

Using this terminology, we can say that clock c is chronologi-
cally correct at time t just in case t is of the type that the clock 
then indicates: 
 Correct(c,t) ≡df [[σc,t]](t) (S3) 

So far, of course, this is a constraint on possible interpretation 
functions [[…]], since I have not yet defined any specific instances. 
Longer-term notions of correctness (over extended intervals, for 
example) could be defined by quantifying over times; similarly, 
approximate degrees of correctness could be characterised in 
terms of the difference between what time it actually was and 
what time was indicated. 

 7 Clockwork: The First Factor 
With respect to operation, the basic point is this: if at time t a 
clock is so-and-so (σ), then at some point ∆t later it will be such-
and-such (σ’), where σ’ = ψ(σ, ∆t). The function ψ, which takes 
a clock into the future in this way, must be realised by the under-
lying physical machine—must be implemented, that is, by the 
clockworks. The important constraint on this relation, which I 
will call the realisability constraint, is that ψ(σ, ∆t) can depend 
on σ and on ∆t, but not on the time t that is “happening” when 
the clock is in state σ. 

In symbol manipulation or semantical contexts, where time 
and symbols are both digital, we often view ψ as a state-transition 
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function (such as for a Turing machine controller). In such cases 
∆t drops out, being assumed to be a single temporal “click.” For 
example, suppose S is a (discrete) function from states to states 
(σ → σ). The equation for a single state change, of the sort one 
would expect in a digital world, would be something like 
σ’ = S(σ)—or, if generalized to ∆t’s of n ticks duration, 
σ’ = Sn(σ). In the continuous world of physical mechanics, on the 
other hand, ψ is merely “what the world does,” explained in terms 
of velocities, accelerations, etc. From this perspective, the calculus 
can be viewed as a theoretical vehicle with which to explain first 
factor futures for continuous systems, where the state σ of some 
system in an amount of time ∆t after it is in a starting state σ0,  
assumed. to depend on the continuity of the underlying phenom-
ena, can be expressed in the familiar equation  

  (S4) 

My aim is not to contrast the discrete and continuous case (I 
want to develop results applicable to both analog and digital 
clocks), but rather to highlight the common focus on state 
change, represented computationally by state transition func-
tions, and physically by temporal derivatives. There is, however, 
this apparent difference: the theoretic notions employed in phys-
ics (force, acceleration, etc.) are essentially “relative”; they describe 
how the new state will differ from the old one. The real identity 
of the new state—what state the system will actually arrive in—is 
obtained, as if it were conceptually subsidiary, by altering the pre-
vious state in the prescribed manner. State transition tables, in 
contrast, are typically “absolute.” They still describe state change, 
of course—they are not temporal state functions like Σ. The 
point rather is that the new state is specific “de novo,” so to speak, 
not as a modification of the old one, though of course the extent 
to which the new state differs from the old can be calculated as a 
difference between the two. 

This difference in theoretic stance, however, is superficial, 
since in actual use (in describing programs, operations on mem-
ory, etc.) state transition functions in computer science are almost 
always defined with explicit reference to how the new state differs 
from the old. In giving environment transition functions, for ex-
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ample, showing the consequence of binding a variable, the requi-
site function from total environments onto total environments is 
defined as modifying the value of the given variable in question, 
and otherwise being just like the prior one.x Practice suggests, in other 
words, that in the computational case, as in the physical case, 
state change is conceptually prior, new total state conceptually or 
ontically dependent. In both arenas, therefore—physics and 
computing—there is thus general support for my specific focus 
here on ψ. 

Intuitively, a proper ψ for a clock will specify that it runs at the 
right speed. It is easy enough to calculate, in the case of circular 
analog clocks, that this amounts to having the hour hand, minute 
hand, and second hand rotate at 0.008333…º/sec, 0.1º/sec, and 
6º/sec, respectively. But to characterise correctness this way is ex-
actly like characterising the correctness of a proof procedure by 
pointing to the syntactic inference rules. It may indeed be true 
that, if this condition is is met, the clock will be running at the 
correct speed, but that does not mean that this condition ex-
presses what it is to be running correctly. Rather, we want to say 
that if at time t (say, 12:00) a clock designates o’clock property τt’ 
(say, 3:11), then at time t+∆t, (12:01, if ∆t = one minute) it 
should indicate the o’clock property that would hold ∆t later (i.e., 
3:12). We can indicate this as follows: 

 Right-speed(c,t,∆t) ≡df [[σc,t+Δ∆t]] = [[σc,t]]+∆t (S5) 

which has the consequence, given the definition of ψ, that 

 [[ψ(σc,t+Δ∆t)]] = [[σc,t]]+∆t (S6) 

Properly, it would probably be more pragmatically useful to state 
something stronger: that a clock runs correctly throughout the in-
terval from t to t+∆t if and only if it advances at the right speed 
for the whole time (note that the following is neutral as to 
whether this is a continuous or discrete interval—i.e., as to 

                                                             
 x «Put in an explanation—maybe a sidebar?—on the “E/x→x’” notational 

abbreviation practice (even though the underlying formalism “requires” a 
total state designating function). This is a very curious—and telling—
practice.»  
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whether ∀ is a discrete or continuous quantifier: 

 Right-speed(c,t,∆t) ≡df  (S7) 
  ∀∆t’ | 0≤t’≤t [[σc,t+Δ∆t]] = [[σc,t]]+∆t 

again directly yielding 

 ∀∆t’ | 0≤t’≤t  [[ψ(σc,t+Δ∆t)]] = [[σc,t]]+∆t (S8) 

These equations involve property identity, but I defer any ques-
tions on that issue to situation theory. Note also that in each ver-
sion the two instances of  ‘+’ are of different types: the first takes 
a time and an interval onto a time; the second, an o’clock property 
and an interval onto a o’clock property. No problem. 

Given (S3) and (S7), we can prove the temporal analogues of 
soundness and completeness: that if a clock is correct at time t, 
and runs at the right speed during the interval from t to t’, then it 
will be correct during that interval, and conversely if it is correct 
throughout the interval it must be running at the right speed. But 
it is more fun to do this in the continuous case, so let’s turn to 
that. 

Very simply, we want to talk of an analog clock’s running at the 
right speed instantaneously, which means, intuitively, that we 
should differentiate the temporal state function Σ—or equiva-
lently, take the limit of Σ as ∆t approaches 0, in the standard way: 

  (S9) 

Since, as we have already said, differences between o’clock prop-
erties are intervals, the left side of this reduces to 
limitΔ∆t→0(∆t/∆t), which is identically 1, yielding: 

  (S10) 

The right hand side, however, is merely the derivative, with re-
spect to time, o the interpretation of the state. We cannot differ-
entiate σ directly, its not being a function of time (in fact it is not 
a function at all), but we can rewrite (S10) in terms of Σ: 
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  (S11) 

This enables us to take the limit (Σ is continuous by assumption), 
since the right hand side is the derivative of a function that is es-
sentially the composition of the second and first factors (φ º ψ, or 
equivalently and more applicably here, [[…]] º ψ).12 I will abbrevi-
ate this as [[Σ]], giving us: 

 Right-speedanalog(c,t) ≡df    (S12) 

If the derivative (with respect to time) of a function is unity, of 
course, it follows that the function is of the form λt . t+k for some 
constant k—or rather, in our case, λt . τt+k, as dictated by our 
type constraints, where k in this case is a constant of type ∆t. This 
is exactly what we would expect; the constant represents the error 
in the clock’s setting—the difference between the actual and indi-
cated times . Predictably, the equation says if a clock is running at 
the right speed the error (the amount that it is “off”) will remain 
(instantaneously) constant. Furthermore, since (S3) implies that 

 Correct(c, t) iff [[Σ(c, t)]](t) (S13) 

it follows that the constant would be 0 for a correctly set clock, as 
expected. 

We can summarise these results as follows: 

 Correct(c,t) ≡df [[Σ(c, t)]](t) (S14) 

 Right-speed(c,t,∆t) ≡df   (S15) 
  ∀∆t’ | 0≤t’≤t [[σc,t+Δ∆t]] = [[σc,t]]+∆t 
implying that ∀∆t’ | 0≤t’≤t  [[ψ(σc,t+Δ∆t)]] = [[σc,t]]+∆t 
implying that ∀∆t’ | 0≤t’≤t  [Σ(c,t+∆t)] = [Σ(c,t)]+∆t 

 Right-speedanalog(c,t) ≡df    (S16) 

and in their terms define what it is for a clock to be “working 
properly” from time t to t+∆t” 

Working(c,t,∆t) ≡df Correct(c,t) ⋀ Right-speed(c,t,∆t)  (S17) 
                                                             

 12 Strictly speaking this is not quite accurate, since both [[…]] and Σ should 
depend on c and t: the function we are differentiating should really be 
λc,t . [[Σ(c,t)]]. But being strict would add only complexity, not insight. 
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Workinganalog(c,t) ≡df Correct(c,t) ⋀ Right-speedanalog(c,t)  (S18) 

For either version, the constraint can be shown to be satisfied 
(over the interval, or instantaneously, depending) in exactly the 
following condition: 

 [[Σ(c,t)]] = λt . τt (S19) 

Given the abbreviation adopted above, we can state this even 
more simply: 
 [[Σ]] = λt . τt (S20) 

I would be the first to admit that (S20) is obvious—at least retro-
actively, in the scnse that, once stated, it is hard to imagine think-
ing anything else.  In English, it says that the state function and 

the interpretation function should be 
proportional inverses: given a clock 
that (so to speak) maps time onto 
some sort of compelx motion, the ap-
propriate interpretation function is 
merely that unction that maps that 
motion back on the o’clock properties 
of the linear progression of time that 
was started with. So the putative clock 
of figure 5, for example—with a mil-
lion-mile pendulum and a 24-hour 
period—would have a pointer position 
(σ) proportional to sin(t), and an in-

terpretation function analogously proportional to sin-1(σ).13 
Still, (S20) is not trivial, for a reason that shows exactly why 

clocks were hard to build. It says that working clocks map all 

                                                             
 13 This clock would be even harder to build than you might suppose. At first 

blush, it might seem as if the equation of motion for a pendulum would 
imply that a very large bob, swinging in an arc at the surface of the earth 
(an arc, say, 100 feet in length), whose mass completely dominated the 
mass of a long string by which it was suspended from an (energetically-
maintained!) geosynchronous point 1,150,000 miles above the surface of 
the earth, would have a period of twenty-four hours. Unfortunately, how-
ever, such a device would have a period of slightly less than an hour and a 
half. Why this is so, and how to modify the design appropriately, are left 
as an exercise for the reader (hint: the result would be difficult to read). 

 
 

Figure 5 — The million-mile clock 
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times onto their o’clock properties. The problem for clockmakers is 
that Σ is not directly computable, since—to repeat—neither 
times nor o’clock properties enter into causally efficacious behav-
iour. What can be implemented is ψ, not Σ—and ψ is essentially 
the temporal derivative of Σ. 

And that, in turn, leads us to the most compact characterisa-
tion of the function of clockworks: 

 The function of clockworks: to integrate the derivative of 
time. To set the hands on the clock’s face is to supply the inte-
gration constant. 

 8 Morals and Conclusions 
What have we learned? Four things, other than some fun facts to 
tell our friends 

The first has to do with the interaction among notions of par-
ticipation, realisation, and formality. Clocks’ participation in their 
subject matter (being temporal, as a way of measuring time), 
which depends on their physical realisation, might seem to violate 
the formality constraint that is claimed to hold of computational 
systems more generally. In fact, however, clocks’ temporality does 
not relieve them of much of the structure that characterises more 
traditional systems: separable ψ  and φ, the possibility of being 
wrong, etc. This similarity of clocks to symbol manipulation sys-
tems arises from the fact that the particular aspect of time that 
clocks represent—the o’clock properties—are not within im-
medate causal reach of a clockwork mechanism (or of much else, 
for that matter). In (Smith, forthcoming) I argue that this is a 
manifestation of a deep truth: 

 The limitations of causal reach are the real constraints on repre-
sentational systems. 

Formality, as a notion, is merely a cloudy and approximate pro-
jection of these limitations into a particular construal of the sym-
bolic realm. 

The second moral has to do with the impact, for theoretical 
analysis, of the relations between ψ  and φ. The function ψ, real-
ised in clockwork, is what the engineers must implement; without 
an (explicit or tacit) understanding of it, functioning clocks could 
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not be designed. The foregoing characterization of what it is for a 
clock to work properly, for example, had to reach beond the im-
mediate or causally accessible aspects of the underlying clockwork 
mechanism. Whatever one might think about more complex 
cases, methodological solipsism does not work in this particular 
instance. 

Third, the similarity between the state transition functions of 
computer science and the temporal derivatives of mechanics, both 
of which focus not on time itself but on temporal change, suggest 
the possibility of a more unified treatment of representational 
dynamics in general. So far most of what I have had to say has 
dealt with specific cases. So for example in section 2, I character-
ised inference as a particular species of representational activity 

having to do with 
changing content 
relations to a fixed 
subject matter, and 
contrasted it to a 
clock’s maintenance 
of a fixed content 
relation to a chang-
ing subject matter. 
Remembering what 
is perceived is yet a 
different sort of rep-
resentational behav-
iour: a form of re-
taining a fixed rela-
tion to a fixed sub-
ject matter, in ways 

that make it immune to changes in the agent’s circumstances. 
And surely complex navigation in a busy world involves a dy-
namically-changing representational stance to a constantly-
evolving situation. It does not seem impossible that a common 
framework could be uncovered 

Fourth and finally, by occupying a place very different from 
that of either Turing machines or traditional theorem provers, 
clocks help illuminate the fundamental constraints governing 
computers and representational systems in general. As suggested 

 
 

Figure 6 — C5: Coordinated Constraints 
on Content and Causal Connection 
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in figure 6, there are two basic kinds of constraint—causal rela-
tions and content relations—that a representational system must 
coordinate as it moves through the world 

Both kinds, in general, will be complex—much more so than 
we have seen in the case of clocks. Two aspects of content that I 
have not deal with here, for example, are its “situational” depend-
ence on surrounding circumstances, as discussed for example in 
(Barwise 1986b and Perry 1986), and the three-way semantic in-
teractions among language, mind, and world that arise in cases of 
communication. Causal connections are similarly complex, and 
can be broken down into three main groups: 

1. Internal activity of behaviour: the relation between a 
system at some time and the same system shortly thereaf-
ter, which we called ψ; 

2. External connection: Actions the system takes that affect 
the world, and effects on the system of the world around 
it—the results, that is, of sensors and effectors (clocks 
have none of this, but other systems are clearly not so lim-
ited); and 

3. Background dynamics: The progress or flow of the sur-
rounding situation—of which the passage of time would 
be counted as one instance, the behaviour of one’s conver-
sational partner, or a passing visual scene. 

In the traditional case of pure mathematical inference, there is no 
connection (action or sensation), and the background situation, 
as we saw, is presumed to stay fixed. Barwise’s particular con-
strual of “formal inference”14 strengthens this constraint by as-
suming that the content relation is also independent of surround-
ing situation. The clock examples give us a different point in the 
space: again no connection, an essentially unchanging (and rela-
tively situation-independent) content relation, but an evolving 
background situation, mirrored in the internal activity or behav-
iour. Finally, semantic theories of action, involving everything 
from intentionally eating supper to making a promise, must deal 
with cases where the connection aspect makes a contribution. 
They must therefore deal with situations where the surrounding 

                                                             
 14 ‘Formal’ as meaning “non-situated”; see Barwise (1986b), p. 331. 
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situation is affected not only by background dynamics, but as a 
result of internal activity on the part of the representational agent. 
But simpler systems will require an analysis of external connec-
tion as well: computerised (ABS) automotive brakes systems, for 
example, are directly connected (even vulnerable) to the content 
of their representations, in a way that seems to free them from 
the need to have their representational states externally inter-
preted. 

In the end, however, the similarity among these systems strikes 
me as far more important than the variance. I might put it this 
way. Causal participation in the world is ultimately a two-edged 
sword. On the one hand. it is absolutely enabling. Not only could 
a system not exist without it, but in a certain sense it is total: eve-
rything the system is and does arises out of Its causally supported 
existence. There are no angels. On the other hand, causal connec-
tion on its own—unless further structured—limits a system’s to-
tal participation in the world to those things within immediate 
causal reach. 

Representation, on this view, is a mechanism that honours the 
limits of causal participation, but at the same time stands a sys-
tem in a content relation to aspeccts of the world beyond its 
causal reach. The trick that the system must solve is to live within 
the limits—and to exploit the freedoms!—of the causal laws in 
just such a way as to preserve its representational stance to what 
is distal. This much is in common between an inference system 
and a clock. 
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